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ARTICLE INFO                                     ABSTRACT 
 

The emergence of the Web in the 90's and its constant dissemination made possible the access to 
an immensurable quantity of information. However, a large part of the information available on the 
Web has, as its main feature, content interpretation directed to people and not to software 
programs. Therefore, this paper presents a tool for selecting terms of an ontology from text mining 
techniques and knowledge management, applied over collections of unstructured documents 
written in Brazilian Portuguese. 
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INTRODUCTION 
 

The Semantic Web, according to (Feigenbaum, 2007), is no 
different from the World Wide Web, as the former 
characterizes itself as an accessory available on the Web. The 
Semantic Web has great use potential because it emerges when 
people from different fields or competencies perform research 
on the most varied topics, accepting common schemes to 
represent the information on their studies. As many groups 
develop these taxonomies, the Semantic Web tools allow them 
to join their schemes and translate their terms. The Semantic 
Web, to achieve its result, must utilize techniques for 
understanding, classification, and recovery of information; 
among these factors, text mining and knowledge 
representation systems stand out, as do ontologies.  

 
 
Based on the premise of using ontologies in the context of the 
Semantic Web, two fundamental processes were used to 
conceive the proposed model: text mining for data extraction 
and the ontology building of this mined content. Aranha and 
Passos (2006), conceptualize text mining as the search for 
patterns in collections of texts using the processing of natural 
language. To (Gruber apud Breitman, 2005), an ontology is a 
formal and explicit specification of a shared conceptualization. 
Ontology building can be seen as an important evolutionary 
step in the specification of knowledge (Freitas, 2003). Hence, 
various studies and tools exist that address the building of 
domain ontologies and their structures, as presented in the 
following chapter. However, the studies conducted on the two 
most popular tools in the market today, Protegé and OILEd, 
allowed to conclude that they require specific knowledge from 
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their users, which leads to a higher complexity during task 
performance and, consequently, has an impact on the time and 
cost. There are several studies in the literature related to the 
field of ontology building, such as the investigations by (Melo 
et al, 2008), (Zancanaro, 2013), (Basegio, 2007), and 
(Gonçalves, 2008). However, no computational model has 
been found that associates the techniques of text mining, 
knowledge management, and ontology building to select 
candidate terms for domain ontology building. Considering 
this fact and based on the aforementioned situations, the 
problem examined in the present study is directed to assist in 
the process of domain ontology building, aiming to reduce 
manual intervention, process complexity, and the reliance on 
experts in the said construction. Based on this problematic, the 
present paper introduces the building of a tool named Selection 
of Candidates from Text Mining (Eleição de Candidatos para 
Ontologia a partir de Mineração de Texto - ECOM), which 
from a given collection of documents in Brazilian Portuguese 
selects terms to form an ontology of a specific domain. 
Furthermore, this paper describes the tool's application in two 
knowledge domains, mining and environmental impact, and 
discusses the results obtained from the experiment. Although 
the tool builds a list of candidate terms and does not build 
ontologies, the candidate terms may facilitate better mapping 
of the domain and the consequent building of new ontologies 
and, therefore, its growth. The content of the present paper is 
organized as follows: Section 2 describes certain studies 
related to this research, Section 3 presents the development 
process and the operation of the ECOM model, Section 4 
discusses the application of the tool in two knowledge domains 
and analyzes the results, and finally, Section 5 states the final 
considerations. 
 
Related Studies 
 
Several studies have focused on ontologies and ontology 
building from the application of techniques for text mining and 
knowledge management. However, the investigations by 
(Melo et al, 2008), (Zancanaro, 2013), (Basegio, 2007), and 
(Gonçalves, 2008) were selected due to a greater proximity 
with the problematic discussed in the present study and, 
among these, due to the page limit for the elaboration of this 
paper. Only the study by (Basegio, 2007), which was selected 
because it deals more specifically with the building of 
ontologies in Brazilian Portuguese, will be discussed. In his 
study, (Basegio, 2007) proposes the building of ontological 
structures from texts in Brazilian Portuguese. For this purpose, 
an approach is built, comprising the following steps: 
identification of terms, identification of taxonomy relations, 
and identification of the ontological structure. It should be 
noted that the author did not have a reliable tool for selecting 
the corpus and, therefore, has defined beforehand the 
collection with the following information associated with each 
word in the document: the word in its original form; the lemma 
of the original word, that is, the word in its single masculine 
form; and the grammatical tag of the word (for example, noun, 
adjective, pronoun, definite article, indefinite article, verb, and 
adverb, among other parts of speech). To validate this 
approach, the prototype, created to generate the ontological 
structures, was applied in two case studies: one with the 
expert's validation and amendment of the lists of simple and 
composed terms and the other without the said validation step. 
After this application, the author concluded that the entirely 
automated solution would not lead to a high degree of 

precision, when using only statistical techniques to identify 
terms and taxonomic relations. 
 
ECOM - Computational Model for the Automatic Selection 
of Terms 
 
The Selection of Ontology Candidates from Text Mining 
(Eleição de Candidatos para Ontologia a partir de Mineração 
de Texto – ECOM) model is divided into two modules: text 
mining and terms selection. The first module addresses the 
application of natural language processing (NLP) and mining 
techniques to collections of texts in Brazilian Portuguese. This 
module uses NLP and forms of Clustering of the most frequent 
terms in the documents (K-means).The second module 
comprises steps for terms selection to assist in the process of 
building domain ontologies, using the results obtained by the 
first module as an input for the process. 
 
For the conception of ECOM, an analysis and development 
phase was performed, described hereafter. 
 
ECOM Analysis 
 
In the analysis phase, the functional requirements were defined 
and collected from the identification of the problem under 
study from the investigations conducted, with a focus on text 
mining and ontology building processes; a solution to this 
problem was then proposed. These requirements can be 
observed in diagram UML (Unified Modeling Language) of 
the use case represented in Figure 1. Its main use cases will be 
detailed hereafter. 
 
Create directories 
 
If the domain is valid (the domain is considered valid if it has 
more than five characters and no blank spaces), the system will 
create the ontology folder and inside it the folders for each 
new domain required by the user, where their respective 
documents will be saved. 
 

 
 

Figure 1. Diagram of the use case 
 

Select files 
 
After validating the domain, the system will show the upload 
files screen, where the user can add the documents of the 
collection that can only have a.pdf extension. After the files 
are uploaded, the use cases included will be performed. 
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Convert Extension 
 
All documents in the collection are converted to .txt. This 
conversion was defined due to easy processing and for 
extension standardization. 
 
Save files 
 
After converting the files, they are saved in the folder created 
with the domain's name. 
 
Text mining 
 
In this use case, the techniques of text mining are applied, as 
described in Section 3.2. 
 
View frequent terms 
 
After completing the text mining in the collection of 
documents made available by the user, a list with the most 
frequent terms is returned and will be used as a reference 
through the process of selecting terms for the ontology of the 
specified domain. 
 
Specification and Algorithm of the Modules of Text Mining 
and Terms Selection 
 
After completing the analysis of requirements, described in the 
previous section, the next step was specifying and codifying 
the text mining and terms selection modules. Notably, all 
requirements were not known. Therefore, during the 
development, other functional requirements were identified, 
such as the restriction of the file extension to .pdf and the 
display of the candidates terms list in the system itself. For this 
purpose, the incremental methodology was used in the present 
project, where, according to Sommerville (2011),each phase is 
developed as a functionality and, in the end, all phases are 
integrated because if there is any problem, it will be possible 
to identify and solve it during the course of the project and not 
only at the end. The ECOM was developed in the .NET 
platform, using its language C# and Visual Studio 2010 
developing environment, all from Microsoft Corporation. The 
ECOM has three phases, composed of four steps each, as 
shown in Figure 2, described hereafter. 
 
Phase 1: Document preparation 
 
The goals of the first phase are to prepare the documents in the 
collection that the user uploaded to apply mining techniques 
and generate the BOW (Bag of Words). This phase is 
subdivided into four steps—combination, saving documents 
in.txt, indexing documents, and removal of StopWords—as 
described hereafter. 
 
Combination: This step executes one of the knowledge 
conversion modes, combination, which according to (Takeuch 
and Nonaka, 2008) is the conversion of a certain type of 
explicit knowledge generated by an individual to aggregate it 
with the explicit knowledge of the organization. This type of 
conversion is also addressed by the theories connected to 
information processing and occurs through the grouping 
(classification or summarization) and processing of different 
types of explicit knowledge. At this moment, the documents 
are selected by the domain expert, who employs his expertise 
to analyze the documents that are candidates to belong to the 

collection. Only then, after reading the documents, will the 
expert determine the documents that will form the collection 
that will be analyzed by the model. This way, there is a 
conversion of explicit to explicit knowledge. 
 
Save documents in .txt - After the texts are uploaded, they are 
converted to the .txt format and saved in the folder Original 
Files, created inside the directory tree. This process is 
conducted to establish a standard for the other phases and for 
performance gains because with the manipulation of only .txt, 
there are some savings in the processing.  
 
Document indexing: The indexing process is necessary to 
support the process performed in phase two, building of the 
distances matrix. In this step, an indexDoc.txt file is created, 
with a list of all the files in the collection associated with an 
index, defined in ascending order and starting at zero. Through 
this index, each file becomes identified by a number, which 
facilitates the manipulation of the files in the collection. 
 
Remove Stop Words: To obtain a list of words in each 
document of the collection with a meaning capable of 
establishing semantic and syntactic relations between them, it 
is necessary to exclude prepositions, numbers, and special 
characters (,(,),),f,&,()%,), among other terms. To support this 
process, in this step, NLP techniques, such as tokenize, are 
applied to substitute special characters with blank spaces; after 
the tokenize process, the Stop Words are removed, eliminating 
all prepositions and articles.  
 

 
 

Figure 2. ECOM phases 

 
Each term removed in the processes of tokenize and 
StopWords is substituted by a blank space. This substitution 
was necessary because, in many cases, there were terms 
separated by special characters (such as in the example below) 
and, when the character was removed, word joining would 
occur, which would prevent the word from being identified as 
a valid term in Brazilian Portuguese, and it would end up 
being disregarded. 
 
Example 
 
mineração(Descoberta do conhecimento) [mining(Knowledge 
Discovery)] mineração Descoberta conhecimento. [mining 
Knowledge Discovery] No inclusion of spaces Mineração 
Descoberta conhecimento. [Mining Knowledge Discovery] 
With the inclusion of spaces. 
 
Phase 2: Text mining 
 

The goal of this phase is to submit the collection of documents 
to the text mining pre-processing and processing steps, through 

  15650                                 International Journal of Development Research, Vol. 07, Issue, 09, pp.15648-15653, September, 2017 



the application of techniques and algorithms such as stemming, 
tokenize, k-means, and clustering. The output of this phase is 
the list of more frequent terms in each document and in the 
collection, in addition to a matrix of distances between the 
most frequent words and the respective terms associated with 
distance 1 or 2.As in the example below, the most frequent 
term in the analysis is "mineração" (mining); then, the term 
with distance 1 is "dados" (data) and with distance 2 is 
"recebe" (receive). It is worth noting that the preposition "de" 
(of) was not considered because in this phase, the StopWords 
have already been removed. There is also a new combination 
in this phase because the explicit knowledge pre-processed in 
phase 1 is again refined, but this time automatically. 
 
Example: 
 
A mineração de Dados recebe influências das áreas de 
Processamento de Linguagem Natural. (Data mining is 
influenced by the NLP areas.) 
 
Cluster the most frequent terms in the documents (K-
means):  In this step, the algorithm k-means is applied over a 
list of terms in the collection, but before this application, a 
unique list of all terms is generated, which has already 
eliminated repeated words and plural words, keeping only its 
form without plural inflexion that corresponds to the following 
endings: s, ~oes, ~aes, ~aos, es, is, and e is. This treatment 
became necessary because it was observed that the algorithm 
of clustering returns groups of words summarized by 
frequency in the text, without making any type of analysis of 
the terms. It was established that the algorithm k-means will 
always work with five clusters performing 500 iterations. 
These values were defined based on tests with collections of 
documents of up to 60 files, and it was verified that working 
with more than five clusters or 1,000 iterations would cause 
the risk of relevant terms being excluded from the analysis, as 
they would be grouped with less relevant terms. After 
clustering, the most relevant cluster is defined by calculating 
the average between the sum of the frequencies and the 
quantity of words in the cluster. Even by treating the list of 
terms before clustering and performing the algorithm itself, 
certain repeated terms and flaws were still observed, such as 
words beginning with <, <,or ", among other characters. Thus, 
a method to verify each character in the terms returned was 
created, thus preventing the retention of irrelevant terms in the 
corpus and, consequently, proceeding to the analysis step. 
After this step, it was observed that, of the 13,938 terms in the 
collection, 102 remained after the cluster, and 25 remained 
after application of the verification method. This observation 
was possible through the comparative analysis of each list and 
the calculation of their differences. 
 
Generate list of sentences/documents: In this step, the 
documents in their complete form were returned, to create a 
list of sentences of all documents in the collection. The 
sentences are identified by collections of words, period (.) to 
period, that is, each period found was understood to signal the 
end of one sentence and the beginning of another. This way, 
each set of words between periods was stored in a position in 
the list. 
 
Generate the distance of words with ontological relevance: 
In summary, an ontology of a given domain is formed by the 
terms that have relations that can be semantic or hierarchic in 
character, that is, for an ontology about mining, it is 

understood that the terms "filtra" (filter) and 
"descobrir_Conhecimento" (knowledge_Discovery) have a 
semantic relation with the domain, whereas data and text are 
types of mining, which characterize the relation as hierarchic. 
From this search of relations to form a list of candidate terms 
to build the domain ontologies, this step seeks the relation 
between terms based on their proximity. To this end, the list of 
most frequent terms from step one is matched with the list of 
sentences from step 2,and a matrix of words and sentences is 
generated, where each term is associated with the sentences 
where it appears, maintaining the two words that precede and 
follow the term. 
 
Generate a distances matrix - From the matrix generated in the 
previous phase, a second matrix is generated, where column 1 
presents the terms already brought up from the previous step 
and column 2shows the respective matrix with the most 
frequent words in each term or collection of sentences and the 
distance, 1 or 2. 
 
Phase 3: Build a list of candidate terms 
 
Syntactic classification of terms - In this step, each term in the 
matrix of matrixes generated in phase 2 is classified by 
subject, verb, and direct or indirect object. For this purpose, 
initially, a stemming technique is used, not in its totality, but 
only when verbs are identified. For the recognition of terms, a 
list is created with 10,000 verbs; if, when reducing the word to 
its root, it is found in the referred list, then it is classified as a 
verb. After identifying the verbs, the words that precede and 
follow it are verified. In addition to the list of verbs, a list with 
45,000 nouns was also created. This way, to identify a subject, 
the grammatical rule of positioning the terms was used, which 
has some exceptions that are not covered in its totality in the 
present study. Thus, what precedes the verb and is found in the 
list of nouns is considered the subject; the following term is 
classified as a direct object if it is at distance 1 from the verb, 
as an indirect object if it is separated from the verb by a 
preposition, and as a predicate if the verb is in the list of 
linking verbs. 
 
Morphological classification of terms: This step is 
performed simultaneously with the previous step, as the nouns 
and verbs are already identified. In this step, the presence of 
adjectives in the sentences are verified. Adjectives are terms 
that add characteristics to the noun, such as “casa bonita” 
[pretty house](bonita [pretty] = adjective) and “processo 
rápido” [rapid process] (rápido [rapid] = adjective), among 
others. There are two ways to recognize an adjective in the 
sentence: an adjective is linked directly to a noun or is linked 
to a noun by a linking verb. However, there are many 
exceptions and rules that, currently, can only be applied by 
humans, as the example below, where the verb is replaced with 
a linking verb and it is verified whether the context indicates a 
term that adds a characteristic—in which case it is classified as 
an adjective. 
 
Example: "Eram exercícios difíceis." (The exercises were 
difficult). One asks: What were the exercises? The answer is, 
"difícil" (difficult). Therefore, "difícil" is an adjective. Thus, to 
identify the adjectives in a computational algorithm, a list of 
100 adjectives was created. One word is considered an 
adjective when it is linked to a noun either directly or by a 
linking verb and it is present in the referred list. 
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Generate list of candidate terms: After the classifications in 
the previous steps, the algorithm analyses the most frequent 
terms related with the main terms brought from clustering in 
step 1 of phase 2and its classification. Thus, an execution 
order is defined. First, all terms related more to distance 1 are 
selected. Then, the classification of each term is analyzed. If 
the term is tagged as a verb, it is elected as a candidate term, 
together with its successor that will be, in the morphological 
classification, a noun or an adjective. If the term is not a verb, 
it will be elected only if, in the original text, it is separated 
from the main term by a preposition because it will signify a 
complement of the main term or even a type of the latter, as in 
data mining and text mining, where the data and text confer 
more meaning to the main term "mining" as they specialize the 
term. After the analysis of the terms with distance 1, the terms 
with distance 2 are analyzed, when only terms tagged as nouns 
or adjectives are considered. 
 
ECOM Validation 
 
To validate the model proposed in the present study, two 
collections of texts were used with a distinctive main topic, 
environmental impact and mining, from the areas of 
environment and information technology, respectively. 
 
Model Application to the Mining Domain 
  
The collection of documents was validated by a professional 
with a Master’s degree who was a PhD candidate in 
computational modeling; this professional will be referred to 
throughout the text as validator A. To conduct the tests, the 
author and validator A selected a sample of 30 documents 
consisting of dissertations and papers. After the validation of 
the document collection, the documents were mined by the 
tool, which resulted in a list of 45 words, represented by the 
table in the left side of Figure 3. This list was validated by 
validator A, in which 73.33% of the terms, highlighted in 
yellow in the table in Figure 3, were considered irrelevant, 
resulting in 26.67% confidence of the results of ECOM mining 
in this domain. However, all the words were kept in the 
process because the final objective was to demonstrate the 
model's ability to elect terms for building domain ontologies. 
After mining, the 45 resultant terms were subjected to the 
process of syntactic, morphologic classification and the 
subsequent selection of candidate terms, as described in 
Section 3.2.This yielded a list of 19 candidate terms for 
building an ontology of the mining knowledge domain, as 
shown in the right side table in Figure 3. After the automatic 
selection of candidate terms, the list generated was analyzed 
by validator A, and it was observed that the terms selected by 
the algorithm are, in its totality, related to the domain. 
However, some English terms, even though strongly 
associated with the domain, were disregarded because the 
scope of the present study encompasses only the Brazilian 
Portuguese language. In addition to the aforementioned 
analysis, a comparison was performed between the final list 
from the mining process and the list of elected terms, where it 
was possible to observe that the terms initially considered 
irrelevant by the validator were excluded during the process of 
selecting the candidate terms and, therefore, do not constitute 
the final list of candidate terms. It should be noted that the 
figures 3 and 4 were kept in the original language, Portuguese 
of Brazil, because the purpose of the article was limited to use 
documents in that language and, therefore, the results were 
obtained in the same language. 

 
 

Figure 3. Comparison of the list from mining and the list of 
candidate terms 

 

Application of the Model in the Environmental domain 
 

The environmental impact domain was chosen because it is 
outside the context of information technology (IT) and because 
it was considered important to apply the model to a topic 
outside the IT context. It should be stressed that the 
environmental impact domain is one of the domains that has 
fewer terms in other languages, such as English. The collection 
of documents was defined by a professional with a Master’s 
degree in urban environmental engineering, who will be 
referred throughout the text as validator B. To conduct the 
tests, validator B selected a sample with 20 documents 
consisting of articles. After the validation of the document 
collection, the documents were mined by the tool, which 
yielded a list of 123 words, represented by the table to the left 
in Figure 4.This list was validated by validator B, where 
44.7% of the terms (highlighted in yellow in the table in 
Figure 4) were considered irrelevant, resulting in 55.3% 
confidence, for the results of ECOM mining in this domain. 
However, all of the words were maintained in the process 
because the final objective was to demonstrate the model's 
ability to select candidate terms for domain ontology building. 
After mining, the 123 resultant terms were subjected to the 
process of syntactic, morphologic classification and the 
subsequent selection of candidate terms, as described in 
section 3.2.This procedure yielded a list of 31 candidate terms, 
represented by the table on the right side in Figure 3, to build 
an environmental impact domain ontology. After the automatic 
selection of candidate terms, the list generated was analyzed 
by validator B; it was observed that the terms selected by the 
algorithm are, in totality, related to the domain. In addition to 
the aforementioned analysis and according to Figure 4, a 
comparison was performed between the final list from the 
mining process and the list of selected terms, where it was 
possible to observe that the terms initially considered 
irrelevant by the validator were excluded during the process of 
selecting candidate terms and, therefore, do not constitute the 
final list of candidate terms.  
 
Final Considerations 
 
Considering the analysis performed in the model results, the 
level of complexity in the process for extracting textual data, 
and the relationship between them, the result of the mining 
process and the subsequent selection of candidate terms for 
ontology building were verified and considered correct.  
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This allows for the conclusion that the model proposed in the 
present study, the ECOM, achieved its main goal, which is to 
facilitate the process of building domain ontologies, aiming to 
reduce manual intervention, process complexity, and the 
reliance on experts in the referred building process. 
Considering this goal, although the validation of the collection 
of documents and the list of terms was performed manually by 
the validators, the mining process and posterior selection of 
candidate terms occurred without their intervention. The 
present study is not yet final because it opens future 
possibilities for research, including the following goals:1) to 
allow the feedback of terms, where the user, from the 
recurrence of the most frequent terms already presented in the 
model, can choose to exclude certain terms and establish 
relationships between them, as it is known that the ontology-
building process strongly depends on the relationships 
established between the terms, which are still too complex to 
be defined by automated means and2) to perform the 
identification of hierarchic relationships between the terms to 
build semantic nets so that the user can view the relationships 
generated from the results of mining the document collection. 
These networks may allow the display of relationships 
between the documents in the collection and their terms.  
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